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PURPOSE
This study aimed to compare six large language models (LLMs) [Chat Generative Pre-trained Trans-
former (ChatGPT)o1-preview, ChatGPT-4o, ChatGPT-4o with canvas, Google Gemini 1.5 Pro, Claude 
3.5 Sonnet, and Claude 3 Opus] in generating radiology references, assessing accuracy, fabrication, 
and bibliographic completeness.

METHODS
In this cross-sectional observational study, 120 open-ended questions were administered across 
eight radiology subspecialties (neuroradiology, abdominal, musculoskeletal, thoracic, pediatric, 
cardiac, head and neck, and interventional radiology), with 15 questions per subspecialty. Each 
question prompted the LLMs to provide responses containing four references with in-text citations 
and complete bibliographic details (authors, title, journal, publication year/month, volume, issue, 
page numbers, and PubMed Identifier). References were verified using Medline, Google Scholar, 
the Directory of Open Access Journals, and web searches. Each bibliographic element was scored 
for correctness, and a composite final score [(FS): 0-36] was calculated by summing the correct el-
ements and multiplying this by a 5-point verification score for content relevance. The FS values 
were then categorized into a 5-point Likert scale reference accuracy score (RAS: 0 = fabricated; 4 = 
fully accurate). Non-parametric tests (Kruskal–Wallis, Tamhane’s T2, Wilcoxon signed-rank test with 
Bonferroni correction) were used for statistical comparisons.

RESULTS
Claude 3.5 Sonnet demonstrated the highest reference accuracy, with 80.8% fully accurate referenc-
es (RAS 4) and a fabrication rate of 3.1%, significantly outperforming all other models (P < 0.001). 
Claude 3 Opus ranked second, achieving 59.6% fully accurate references and a fabrication rate of 
18.3% (P < 0.001). ChatGPT-based models (ChatGPT-4o, ChatGPT-4o with canvas, and ChatGPT 
o1-preview) exhibited moderate accuracy, with fabrication rates ranging from 27.7% to 52.9% and 
<8% fully accurate references. Google Gemini 1.5 Pro had the lowest performance, achieving only 
2.7% fully accurate references and the highest fabrication rate of 60.6% (P < 0.001). Reference accu-
racy also varied by subspecialty, with neuroradiology and cardiac radiology outperforming pediat-
ric and head and neck radiology.

CONCLUSION
Claude 3.5 Sonnet significantly outperformed all other models in generating verifiable radiology 
references, and Claude 3 Opus showed moderate performance. In contrast, ChatGPT models and 
Google Gemini 1.5 Pro delivered substantially lower accuracy with higher rates of fabricated refer-
ences, highlighting current limitations in automated academic citation generation.

CLINICAL SIGNIFICANCE
The high accuracy of Claude 3.5 Sonnet can improve radiology literature reviews, research, and ed-
ucation with dependable references. The poor performance of other models, with high fabrication 
rates, risks misinformation in clinical and academic settings and highlights the need for refinement 
to ensure safe and effective use.
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The rapid advancement of large lan-
guage models (LLMs) represents a 
key milestone in artificial intelligence 

(AI), offering unprecedented capabilities in 
text generation and comprehension.1 These 
models, trained on extensive datasets, have 
shown promise in medical applications such 
as literature summarization, manuscript ed-
iting, and reference generation.2,3 However, 
their reliability in reference generation re-
mains a critical concern, particularly in ra-
diology, where evidence-based practice de-
pends on accurate and verifiable sources.4,5 A 
key challenge is their tendency to generate 
“hallucinations” (fabricated or inaccurate 
references), which undermine their utility in 
clinical and academic settings.5

The issue of hallucinated references in 
LLMs is well documented in the literature.6-16 
Chelli et al.7 reported hallucination rates of 
39.6% for Chat Generative Pre-trained Trans-
former (ChatGPT)-3.5, 28.6% for ChatGPT-4, 
and an alarming 91.4% for Bard when gen-
erating references for systematic reviews. 
Walters and Wilder8 found that although 
ChatGPT-4 exhibited a lower hallucination 
rate (18%) than ChatGPT-3.5 (55%), both 
models produced considerable inaccuracies, 
even among seemingly valid references. In 
radiology, Wagner et al.9 observed that 63.8% 
of references generated by ChatGPT-3 were 
fabricated, with only 37.9% offering ade-
quate support. These findings are particular-

ly concerning in radiology, where inaccurate 
references could contribute to misinforma-
tion, potentially affecting clinical research, 
educational materials, and evidence-based 
decision-making.9

Retrieval-augmented LLMs combine tra-
ditional language models with external data 
retrieval mechanisms, grounding responses 
in current, domain-specific information.17 
Emerging solutions, such as retrieval-aug-
mented LLMs and platforms like OpenEv-
idence, aim to address these limitations 
by integrating real-time access to credible 
sources.18 OpenEvidence, for instance, de-
livers up-to-date, evidence-based answers 
with clearly labeled references, reducing 
the risk of misinformation.18 However, its 
accessibility remains restricted, requiring a 
National Provider Identifier number, which 
is issued to U.S. healthcare providers, for un-
limited access and is available only in certain 
regions. In contrast, advanced LLMs such as 
ChatGPT-4o with canvas, ChatGPT o1-pre-
view, and Claude 3.5 Sonnet offer worldwide 
accessibility, making them versatile and in-
clusive tools for users across diverse geog-
raphies.19 These models have the potential 
to overcome prior limitations by leveraging 
enhanced natural language processing ca-
pabilities and expanded datasets, ensuring 
broader applicability and impact.20

Despite the rapid advancements in LLMs, 
no systematic evaluation has been con-
ducted to assess the accuracy of references 
generated by state-of-the-art LLMs across 
radiology subspecialties. To address this gap, 
this study aims to provide the first system-
atic evaluation of the reference-generation 
accuracy of advanced LLMs, with a focus 
on identifying the most reliable model and 
characterizing variability across eight ra-
diology subspecialties. By highlighting their 
strengths and limitations, this research seeks 
to clarify the potential roles of LLMs in radiol-
ogy and provide actionable guidance for im-
proving AI-driven reference generation.

Methods

Study design

This cross-sectional observational study 
evaluated the performance of six LLMs—
ChatGPT o1-preview, ChatGPT-4o, ChatGPT-
4o with canvas, Google Gemini 1.5 Pro, 
Claude 3.5 Sonnet, and Claude 3 Opus—in 
generating medical references for radiology 
questions across eight subspecialties. The 
study exclusively used publicly available, in-
ternet-based data without any identifiable 

patient information, eliminating the need for 
ethics committee approval. It was conducted 
in accordance with the Minimum Reporting 
Items for Clear Evaluation of Accuracy Re-
ports of LLMs in Healthcare guidelines.21 An 
overview of the workflow is presented in Fig-
ure 1. 

Question preparation

Eight radiology subspecialties—neurora-
diology, abdominal imaging, musculoskel-
etal radiology, thoracic imaging, pediatric 
radiology, cardiac imaging, head and neck 
radiology, and interventional radiology—
were selected to represent a broad range of 
clinical domains. For each subspecialty, 15 
questions were developed, yielding a total 
of 120 questions. This sample size not only 
balances comprehensive coverage with the 
feasibility of manual reference verification 
but also exceeds the minimum requirement 
of approximately 96 questions—calculated 
using a standard sample size formula for esti-
mating a 50% proportion with a 10% margin 
of error at the 95% confidence level—thus 
ensuring robust statistical power and en-
hancing the precision of our findings. 

All questions were independently created 
by Radiologist 1 (Y.C.G.) without the use of 
any LLMs, thereby preventing any influence 
from the models’ internal training data and 
minimizing potential bias from “leaked” con-
text. All questions are provided in Supple-
mentary Material 1.

Design of input–output procedures and 
performance evaluation for large language 
models

The input prompt was initiated as follows: 
“I am solving a radiology quiz and will pro-
vide you with open-ended, text-based ques-
tions. Please act as a radiology professor with 
30 years of experience. Provide clear, com-
prehensive, and detailed answers to each 
question. Each answer must include four 
references to papers indexed in Medline. The 
references should include in-text citations as 
well as complete details, including the au-
thors’ names, title, journal, publication year, 
month, volume, issue, page numbers, and 
PubMed identifier (PMID)” (Figure 2). This 
prompt was presented in December 2024 on 
six distinct platforms with default parame-
ters: OpenAI’s ChatGPT o1-preview, ChatGPT-
4o, ChatGPT-4o with canvas (https://chat.
openai.com), Google Gemini 1.5 Pro (https://
gemini.google.com), Claude 3.5 Sonnet, and 
Claude 3 Opus (https://claude.ai).

Main points

• Claude 3.5 Sonnet demonstrated the high-
est reference accuracy, significantly out-
performing other large language models 
(LLMs) across all radiology subspecialties, 
making it the most reliable tool for generat-
ing medical references.

• Chat Generative Pre-trained Transformer 
(ChatGPT)-4o, ChatGPT-4o with canvas, and 
Google Gemini 1.5 Pro exhibited lower ref-
erence accuracy, with considerable incon-
sistencies in generating accurate references, 
highlighting the need for further improve-
ments in these models for use in clinical 
settings.

• Accurate reference generation by Claude 
3.5 Sonnet supports its potential to enhance 
literature reviews, research preparation, and 
educational content creation in radiology, 
improving the efficiency and quality of work 
in both clinical and academic domains.

• The study emphasizes the necessity of val-
idating LLM-generated references, as er-
rors and inconsistencies in models such as 
ChatGPT and Google Gemini could lead to 
serious risks in clinical decision-making and 
academic integrity.

https://claude.ai
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The allocation of tasks among the radiolo-
gists was as follows:

• Radiologist 2 (T.C.) conducted the ques-
tioning of ChatGPT-4o with canvas, Google 
Gemini 1.5 Pro, and ChatGPT o1-preview and 
recorded the responses.

• Radiologist 3 (E.Ç.) conducted the ques-
tioning of ChatGPT-4o, Claude 3.5 Sonnet, 
and Claude 3 Opus.

Due to resource limitations, the exper-
iments were conducted with a single re-
sponse per model per question to establish 
a standardized baseline. All LLMs were oper-
ated using their default parameters; only the 
first complete response generated by each 
model for each question was recorded. No-
tably, the LLMs were not pre-trained on any 
specific prompts, data, or question set prior 
to this study.

Reference evaluation

Validation of reference authenticity

Although the query requested Med-
line-indexed references, multiple databases 
were used for verification to account for pos-
sible indexing inconsistencies and to ensure 
a comprehensive assessment of reference 
accuracy. Each reference was verified across 

Figure 1. Overview of the study workflow.

Figure 2. Illustration of the prompts given to large language models and the corresponding responses they generated. MRI, magnetic resonance imaging;  
CT, computed tomography.
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three databases—Medline, Google Scholar, 
and the Directory of Open Access Journals—
and an internet search. If a reference could 
not be located in any of these databases, it 
was classified as fabricated.

Stylistic and bibliographic accuracy check

Although references were ultimately 
scored using a composite measure, each bib-
liographic element was explicitly examined:

• Authors’ names (A), article title (T), jour-
nal name (J), publication year (Y), publication 
month (M), journal volume (V), issue number 
(I), page numbers (P), PMID number (PM).

Verification score

The verification score (VS) evaluates the 
accuracy and relevance of references gener-
ated by LLMs. Although LLMs may cite sourc-
es from the literature, it is crucial for authors 
to verify that the cited material precisely 
matches the phrase or statement being refer-
enced. This ensures the accuracy and validity 
of the reference. To facilitate this evaluation, 
references are scored using a 5-point Likert 
scale:

• 0: Reference is fabricated (not indexed).

• 1: No pertinent information found in the 
source.

• 2: Some pertinent information present.

• 3: Largely pertinent information.

• 4: Entirely pertinent information.

Reference accuracy score

The reference accuracy score (RAS) pro-
vides a unified metric for evaluating the bib-
liographic and verification accuracy of ref-
erences. It is calculated using the following 
formula:

RAS = (A + T + J + Y + M +V + I + P + PM) × VS

Each bibliographic element (A, T, etc.) is 
assigned 1 for a match or 0 for a mismatch. 
The VS, which reflects the alignment be-
tween the content and the cited source, is 
added to the total. This approach ensures a 
comprehensive evaluation, with scores rang-
ing from 0 (fabricated) to 36 (fully accurate).

To facilitate interpretation, the RAS is cat-
egorized into a 5-point Likert scale:

• RAS 0: FS = 0 (fabricated)

• RAS 1: FS = 1–11 (weak accuracy)

• RAS 2: FS = 12–23 (moderate accuracy)

• RAS 3: FS = 24–35 (near accuracy)

• RAS 4: FS = 36 (fully accurate)

This categorization simplifies interpreta-
tion, offering a clear understanding of ref-
erence accuracy, from entirely fabricated to 
fully verified. Figure 3 provides a visual repre-
sentation of the calculation and classification 
methods.

Radiologists’ background

Three board-certified radiologists, each 
with 6 years of radiology experience, par-
ticipated in this study. Radiologist 2 and 
radiologist 3 asked the questions to LLMs 
and recorded all answers. Radiologist 1 then 
evaluated all references and assessed the ac-
curacy of the responses in a blinded manner, 
thereby minimizing the risk of bias.

Statistical analysis

Descriptive statistics, including medians, 
interquartile ranges (IQR), frequencies, and 
percentages, were calculated. The normality 
of variable distributions was assessed using 
the Kolmogorov–Smirnov test. 

Due to the non-parametric distribution 
of the data, the Kruskal–Wallis test was em-
ployed to compare quantitative data across 
multiple groups (different LLMs). Following 
the Kruskal–Wallis test, Tamhane’s T2 test 
was used for multiple post-hoc comparisons 
to identify specific group differences. Addi-
tionally, the Wilcoxon signed-rank test with 
a Bonferroni correction was applied to com-
pare paired samples of RASs between LLMs. 
Statistical significance was set at P < 0.003 
after applying the Bonferroni correction for 
15 pairwise comparisons across six LLMs; 
otherwise, a P value < 0.05 was considered 

statistically significant. All statistical analyses 
were performed using SPSS version 28.0 (IBM 
Corp., Armonk, NY, USA).

Results

Reference accuracy by large language 
models

A total of 480 references were analyzed 
to compare the performance of the six LLMs. 
The evaluation focused on overall fabrication 
rates as well as stylistic and bibliographic ac-
curacy across nine core components of each 
reference.

Stylistic and bibliographic  
accuracy

Authors’ names and titles

Claude 3.5 Sonnet showed the highest ac-
curacy for A (96.5%) and T (96.5%), followed 
by Claude 3 Opus at 81.7% for A and 81.3% 
for T. The ChatGPT-based models—ChatGPT-
4o, ChatGPT-4o with canvas, and ChatGPT 
o1-preview—generally fell in the mid-range, 
with accuracies between 44.8% and 58.5% 
for A and between 46.0% and 53.5% for T. 
Gemini 1.5 Pro performed the worst in both 
categories, reaching 38.5% for A and 40.2% 
for T.

Journal name, year and month

An analogous hierarchy appeared when 
evaluating J. Here, Claude 3.5 Sonnet again 
led at 95.6%, followed by Claude 3 Opus at 
79.2%. The ChatGPT models ranged from 
45.6% to 53.1%, and Gemini 1.5 Pro achieved 
38.3%. For Y, Claude 3.5 Sonnet and Claude 

Figure 3. The example showcases the formatting of a reference generated by ChatGPT-4o, followed by its 
verification on PubMed. Each reference component, including author names, article title, journal name, 
publication year, month, volume, issue number, page numbers, and PMID, contributes to the final reference 
accuracy score. ChatGPT, Chat Generative Pre-trained Transformer; PMID, PubMed identifier.
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3 Opus scored 95.6% and 77.7%, respec-
tively, whereas the ChatGPT group landed 
between 41.9% and 53.1%. Gemini 1.5 Pro 
showed a low 26.7%. In M, Claude 3.5 Son-
net recorded 95.6% versus Claude 3 Opus at 
77.3%, with the ChatGPT models coming in 
between 13.8% and 23.1% and Gemini 1.5 
Pro at 31.7%.

Journal volume, issue number, and page 
number

Performance remained consistent for V, 
where Claude 3.5 Sonnet reached 95.2% and 
Claude 3 Opus 78.1%. The ChatGPT series 
ranged from 40.0% to 44.4%, and Gemini 
1.5 Pro again dipped to 8.8%. Assessing I re-
vealed 94.6% accuracy for Claude 3.5 Sonnet 
and 77.7% for Claude 3 Opus, with ChatGPT-
4o, ChatGPT-4o with canvas, and ChatGPT 
o1-preview spanning 29.8% to 42.7% and 
Gemini 1.5 Pro at 18.5%. For P, Claude 3.5 
Sonnet and Claude 3 Opus recorded 93.8% 
and 77.5%, respectively, whereas ChatGPT-
based models came in between 26.3% and 
44.0%. Gemini 1.5 Pro once more ranked 
lowest at 16.5%.

PubMed identifier number

A similar pattern was seen in the PM 
category. Claude 3.5 Sonnet scored 94.0%, 
followed by Claude 3 Opus at 77.5%. The 
ChatGPT-4o model reached 23.1%, ChatGPT-
4o with canvas 9.8%, ChatGPT o1-preview 
10.8%, and Gemini 1.5 Pro was placed last at 
3.3%.

Verification scores

VS showed a clear ranking among the 
LLMs. Claude 3.5 Sonnet and Claude 3 Opus 
both achieved the highest median verifica-
tion Likert score of 4, with an IQR of 4–4 for 
each. In contrast, ChatGPT-4o recorded a me-
dian score of 3 (IQR: 0–4). ChatGPT-4o with 
canvas, ChatGPT o1-preview, and Gemini 1.5 
Pro all had lower VSs, each reporting a medi-
an of 0 (IQR: 0–4).

Final scores of large language models

Final scores, presented as median and IQR, 
confirmed the leading positions of Claude 
3.5 Sonnet and Claude 3 Opus. Claude 3.5 
Sonnet ranked first with a median score of 
36 (IQR: 36–36), followed by Claude 3 Opus 
at 36 (IQR: 36–18). ChatGPT o1-preview and 
ChatGPT-4o recorded median scores of 16 
(IQR: 28–0) and 8 (IQR: 28–0), respectively. 
The lowest-ranked models were ChatGPT-4o 
with canvas with 0 (IQR: 28–0) and Gemini 1.5 
Pro with 0 (IQR: 16–0).

All scores and reference component accu-
racies are summarized in Table 1.

Comparison of reference accuracy score by 
large language models

Claude 3.5 Sonnet exhibited the smallest 
fabrication rate at 3.1% while also achieving 
the highest proportion of fully accurate ref-
erences (80.8%). Although Claude 3 Opus 
showed a higher fabrication rate of 18.3%, it 
still produced 59.6% fully accurate referenc-
es. In comparison, the ChatGPT-based mod-
els all generated significantly more fabricat-

ed references (27.7%–52.9%) and fewer fully 
accurate ones (5.6%–7.3%). Gemini 1.5 Pro 
stood out with the highest fabrication rate 
of 60.6% and the lowest rate of fully accurate 
references at 2.7% (Table 2) (Figure 4).

Claude 3.5 Sonnet emerged as the 
top-performing model, significantly outper-
forming all others, including Claude 3 Opus 
(P < 0.001). Claude 3 Opus demonstrated 
strong performance, ranking second, with 
significant differences observed against 
all other models (P < 0.001). No signifi-
cant differences were observed among the 
ChatGPT models. Specifically, comparisons 
of ChatGPT o1-preview and ChatGPT-o4 
against ChatGPT-4o with canvas yielded Bon-
ferroni-corrected P values of 0.019 and 0.037, 
respectively—both above the significance 
threshold of 0.003. Additionally, the differ-
ence between ChatGPT-4o and ChatGPT 
o1-preview was not significant (P = 0.456). In 
contrast, Google Gemini 1.5 Pro recorded the 
lowest accuracy, significantly underperform-
ing compared with the Claude and ChatGPT 
models (P < 0.001) (Table 3).

Performance analysis by subspecialty

In a performance analysis of reference ac-
curacy across multiple radiology subspecial-
ties, several LLMs demonstrated distinct pat-
terns of variability. Claude 3.5 Sonnet, Claude 
3 Opus, ChatGPT-4o, ChatGPT o1-preview, and 
ChatGPT-4o with canvas each showed notable 
fluctuations (P < 0.05), whereas Google Gemini 
1.5 Pro exhibited uniformly lower performance 
across all subspecialties without any statistical-
ly significant differences (P > 0.05) (Table 4).

Table 1. Comparative performance of large language models in reference component accuracy and overall scores

Reference (n = 480)

Claude 3.5 
Sonnet

Claude 3 Opus ChatGPT-4o ChatGPT o1-
preview

ChatGPT-4o 
with canvas

Gemini 1.5 
Pro

Authors’ names 463 (96.5%) 392 (81.7%) 281 (58.5%) 251 (52.3%) 215 (44.8%) 185 (38.5%)

Title name 463 (96.5%) 390 (81.3%) 257 (53.5%) 250 (52.1%) 221 (46.0%) 193 (40.2%)

Journal name 459 (95.6%) 380 (79.2%) 219 (45.6%) 255 (53.1%) 220 (45.8%) 184 (38.3%)

Journal year 459 (95.6%) 373 (77.7%) 201 (41.9%) 248 (51.7%) 212 (44.2%) 128 (26.7%)

Journal month 459 (95.6%) 371 (77.3%) 66 (13.8%) 111 (23.1%) 68 (14.2%) 152 (31.7%)

Journal volume 457 (95.2%) 375 (78.1%) 204 (42.5%) 213 (44.4%) 192 (40.0%) 42 (8.8%)

Issue number 454 (94.6%) 373 (77.7%) 183 (38.1%) 205 (42.7%) 143 (29.8%) 89 (18.5%)

Page number 450 (93.8%) 372 (77.5%) 126 (26.3%) 211 (44.0%) 172 (35.8%) 79 (16.5%)

PMID number 451 (94.0%) 372 (77.5%) 111 (23.1%) 52 (10.8%) 47 (9.8%) 16 (3.3%)

Verification Likert score* [median, IQR (Q3-Q1)] 4 (4–4) 4 (4–2) 3 (4–0) 3 (4–0) 0 (4–0) 0 (4–0)

Final score** [median, IQR (Q3-Q1)] 36 (36–36) 36 (36–18) 8 (28–0) 16 (28–0) 16 (0–0) 0 (32–0)

IQR: interquartile range, Q1: 25% quantile, Q3: 75% quantile.
*Verification Likert score: this is categorized into a 5-point Likert scale reference accuracy score (0 = fabricated; 4 = fully accurate).
**Final score: the final score provides an integrated metric that combines the bibliographic accuracy of references with their verification score (VS). For each bibliographic 
element—such as authors’ names, article title, journal name, and others—a match was scored as 1, and a mismatch was scored as 0. The VS, which measures how well the content 
aligns with the cited source, was then multiplied by the sum of the matched elements. PMID, PubMed identifier; ChatGPT, Chat Generative Pre-trained Transformer.
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The post-hoc Tamhane test revealed that 
the Claude 3.5 Sonnet model showed no 
significant differences in reference accuracy 
across subspecialties, indicating uniformly 
consistent performance without any spe-
cific category demonstrating clear outper-
formance or underperformance. Similarly, 
Google Gemini 1.5 Pro performed uniformly 
across all subspecialties but with overall low-
er accuracy than other models. 

Within Claude 3 Opus, neuroradiology 
demonstrated consistent superiority over 
most categories (P < 0.05), except for abdom-
inal, cardiac, and head and neck radiology, 
where no significant differences were ob-
served. Additionally, cardiac radiology out-
performed the pediatric radiology group (P = 
0.020). No other significant differences were 
found among the remaining subgroups.

For ChatGPT-4o, cardiac radiology con-
sistently emerged as the best-performing 
category (P < 0.05), except when compared 
with abdominal and interventional radiol-
ogy, where performance was comparable. 
Conversely, pediatric radiology showed the 
weakest results, being significantly outper-
formed by other subspecialties, except for 
head and neck and musculoskeletal radiolo-
gy (P < 0.05). No additional significant differ-
ences were detected.

In the case of ChatGPT-4o with canvas, 
thoracic radiology emerged as the high-
est-performing category, achieving signifi-
cantly greater accuracy than most other 
subspecialties (P < 0.05), except for neurora-
diology, cardiac, and musculoskeletal radiol-
ogy. Conversely, head and neck radiology 
showed the weakest performance, being 
significantly outperformed by both thoracic 
radiology and cardiac radiology (P < 0.05). 
Additionally, cardiac radiology demonstrat-
ed superior performance to abdominal, 
pediatric, and interventional radiology (P < 
0.05). No further significant differences were 
observed among the subgroups.

As for ChatGPT o1-preview, head and 
neck radiology exhibited the lowest perfor-
mance, being significantly outperformed by 
all other categories (P < 0.05) except for in-
terventional and pediatric radiology, where 
no significant differences were observed. No 
further significant differences were identified 
among the subgroups.

Discussion
The most striking finding of our study is 

the consistent superiority of the Claude 3.5 
Sonnet model in generating accurate and reli-
able medical references across diverse radiol-
ogy subspecialties. With a significantly higher 
RAS (P < 0.001), a notably low fabrication rate 
(3.1%), and 80.8% of its references being fully 
accurate, Claude 3.5 Sonnet demonstrates a 
remarkable ability to integrate comprehen-
sive radiological literature into its outputs. 
Given the critical importance of accuracy in 
reference generation, where even minor er-
rors can have serious implications, Claude 
3.5 Sonnet’s ability to produce such a high 
percentage of fully accurate references un-
derscores its potential as a reliable reference 
generator compared with other advanced 
LLMs. This superior performance likely stems 
from several factors, including a broader 
and more specialized training dataset and 
algorithmic refinements aimed at reducing 
hallucination rates—a common limitation in 
other models.20 The Claude models leverage 
constitutional AI, a framework that prioritizes 
accuracy, ethical reasoning, and factual integ-
rity, which may contribute to its minimized 
hallucination rates and enhanced reliability.22

In contrast, the Claude 3 Opus model, 
although ranking second overall, displayed 
a higher fabrication rate (18.3%) and a re-
duced proportion of fully accurate references 
(59.6%). This difference suggests that the un-
derlying architecture of the Claude models is 
promising, especially in subspecialties where 
the training data may be less robust, such as 
pediatric or interventional radiology.

The ChatGPT models (ChatGPT-4o, 
ChatGPT-4o with canvas, and ChatGPT 
o1-preview) exhibited only moderate per-
formance. Their elevated rates of fabricated 
references—ranging from 27.7% to 52.9%—
and recurrent inaccuracies in critical bib-
liographic components (such as PMID num-
bers and page details) indicate that these 
models have not yet achieved the precision 
required for reliable academic referencing. 
This result is consistent with prior studies 
on ChatGPT-generated medical content.6-16 
For instance, Bhattacharyya et al.6 reported 
that nearly half the references produced by 
ChatGPT-3.5 were fabricated, with 47% be-
ing non-authentic and only 7% being both 
authentic and accurate. Similarly, Walters 
and Wilder8 found that 55% of references 
from ChatGPT-3.5 were fabricated, and even 
in ChatGPT-4, the fabrication rate remained 
concerning at 18%, with 43% of authentic 
references from ChatGPT-3.5 and 24% from 
ChatGPT-4o containing substantive errors. 
Wagner et al.9 evaluated ChatGPT-3’s accura-
cy in answering 88 radiology questions and 
verifying references. Correct answers were 
provided for 67% of questions, and 33% con-
tained errors. Of 343 references, 63.8% were 
fabricated, and only 37.9% of the verified ref-
erences offered sufficient information.9 

Gravel et al.16 further observed that 69% 
of the 59 references generated by ChatGPT 
for medical questions were fabricated. In our 
study, ChatGPT-4o produced only 31 correct 
references out of 480, and ChatGPT o1-pre-
view improved only modestly to 35 correct 
references, underscoring the persistent chal-
lenges in achieving accurate citation gener-
ation. These specific findings, along with the 
reported fabrication rates in our models, mir-
ror the issues highlighted in the previous lit-
erature and indicate that even the upgraded 
versions of ChatGPT continue to fall short in 
reliably generating complete and verifiable 
academic references.

Table 2. Comparative evaluation of large language models based on reference accuracy score

Reference (n = 480)

RAS Claude 3.5 Sonnet Claude 3 Opus ChatGPT-4o ChatGPT-4o with canvas ChatGPT o1-preview Gemini 1.5 Pro

0 (fabrication) 15 (3.1%) 88 (18.3%) 133 (27.7%) 254 (52.9%) 226 (47.1%) 291 (60.6%)

1 (weak) 7 (1.5%) 18 (3.8%) 142 (29.6%) 22 (4.6%) 5 (1.0%) 21 (4.4%)

2 (moderate) 4 (0.8%) 21 (4.4%) 62 (12.9%) 32 (6.7%) 41 (8.5%) 74 (15.4%)

3 (near accurate) 66 (13.8%) 67 (14.0%) 112 (23.3%) 145 (30.2%) 173 (36.0%) 81 (16.9%)

4 (accurate) 388 (80.8%) 286 (59.6%) 31 (6.5%) 27 (5.6%) 35 (7.3%) 13 (2.7%)

Reference accuracy score: this evaluates the accuracy and relevance of references generated by large language models (LLMs). Although LLMs may cite sources from the literature, 
it is crucial for authors to verify that the cited material precisely matches the phrase or statement being referenced. This ensures the accuracy and validity of the reference. To 
facilitate this evaluation, references are scored using a 5-point Likert scale. ChatGPT, Chat Generative Pre-trained Transformer. 
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Google Gemini 1.5 Pro’s performance was 
the poorest among the evaluated models, 
with a fabrication rate of 60.6% and only 
2.7% of its references being fully accurate. 

The uniform underperformance of Google 
Gemini 1.5 Pro across all radiology subspe-
cialties implies potential fundamental lim-
itations—possibly stemming from a training 

dataset that underrepresents or insufficient-
ly emphasizes medical literature or from an 
algorithmic framework that is less suited to 
the nuances of academic citation generation.

In our performance analysis by subspe-
cialty, we highlighted that although Claude 
3.5 Sonnet maintained uniformly high refer-
ence accuracy across all subspecialties, other 
models exhibited substantial variability. For 
example, Claude 3 Opus demonstrated supe-
rior performance in neuroradiology, whereas 
ChatGPT-4o achieved remarkable results in 
cardiac radiology and ChatGPT-4o with can-
vas showed exceptional performance in tho-
racic radiology. In contrast, Google Gemini 
1.5 Pro consistently exhibited low accuracy 
across all subspecialties. These findings sug-
gest that differences in data complexity and 
training representation may account for the 
inter-model and inter-subspecialty perfor-
mance variations.

Table 3. Comparison of accuracy of large language models with P values from the Wilcoxon test

ChatGPT-4o ChatGPT-4o with 
canvas

ChatGPT o1-preview Google Gemini 
1.5 Pro

Claude 3.5 
Sonnet

Claude 3 
Opus

ChatGPT-4o - 0.037 0.456 <0.001 <0.001 <0.001

ChatGPT-4o with canvas 0.037 - 0.019 <0.001 <0.001 <0.001

ChatGPT o1-preview 0.456 0.019 - <0.001 <0.001 <0.001

Google Gemini 1.5 Pro <0.001 <0.001 <0.001 - <0.001 <0.001

Claude 3.5 Sonnet <0.001 <0.001 <0.001 <0.001 - <0.001

Claude 3 Opus <0.001 <0.001 <0.001 <0.001 <0.001 -

ChatGPT, Chat Generative Pre-trained Transformer.

Table 4. Reference accuracy score of large language models and classification by subspecialities

  Neuro Abdomen Musculoskeletal Thorax Cardiac Head and 
Neck

Pediatric Interventional P value

Claude 3 Opus 
Median 4 4 4  3 4  4 3  4 <0.001 K*

IQR (Q3–Q1) (4–4) (4–3.25) (4–1) (4–2) (4–4) (4–3) (4–0) (4–1)

Claude 3.5 
Sonnet Median 4 4 4 4 4 4 4 4 0.008 K*

IQR (Q3–Q1) (4–4) (4–4) (4–4) (4–3) (4–4) (4–3) (4–4) (4–3.25)

ChatGPT-4o Median 1 2 1 1 1 1 1 1 <0.001 K*

IQR (Q3–Q1) (2.75–0) (3–0) (2–0) (3–1) (3–1) (3–0) (1–0) (3–1)

ChatGPT-4o 
with canvas Median 2 0 0 3 3 0 0 0 <0.001 K*

IQR (Q3–Q1) (3–0) (3–0) (3–0) (3–0) (3–0) (2–0) (2.75–0) (2–0)

ChatGPT o1-
preview Median 2 3 2.5 3 3 0 0.5 0 <0.001 K*

IQR (Q3–Q1) (3–0) (3–0) (3–0) (3–0) (3–0) (1.5–0) (3–0) (3–0)

Google Gemini 
1.5 Pro Median 0.5 0 0 0 0 0 0 0 0.244 K

IQR (Q3–Q1) (2.75–0) (2–0) (2–0) (2–0) (3–0) (2–0) (2–0) (2.75–0)

IQR, interquartile range; Q1, 25% quantile; Q3, 75% quantile; Neuro, neuroradiology; K, Kruskal–Wallis; *Tamhane’s T2 test was used as a post-hoc comparison between each 
group, and the results of these comparisons are discussed in the results section. ChatGPT, Chat Generative Pre-trained Transformer.

Figure 4. Distribution of Likert scale ratings for large language model reference accuracy scores. LLM, large 
language model. 
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Accurate reference generation is crucial in 
radiology, as evidence-based decision-mak-
ing and scientific communication depend on 
verifiable and precise citations.9 Inaccurate 
or fabricated references can lead to serious 
repercussions. For instance, misleading cita-
tions may result in clinicians basing diagnos-
tic or treatment decisions on non-existent 
or irrelevant studies, ultimately affecting 
patient outcomes; in academic settings, reli-
ance on erroneous citations can erode trust 
in literature reviews, undermine scholarly 
debates, and propagate errors in subsequent 
research.23,24 Given these risks, the marked 
superiority of Claude 3.5 Sonnet has consid-
erable practical implications, as this model 
could be integrated into workflows for man-
uscript preparation, automated literature 
retrieval, or even serve as an adjunct tool 
in clinical guideline development, provided 
that human experts continue to verify its 
outputs.

Additionally, our study observed that 
all the LLMs evaluated tend to favor refer-
ences from the most well-known radiology 
papers. This tendency to prioritize widely 
cited papers can reinforce the “Matthew Ef-
fect,” which refers to the phenomenon where 
frequently cited papers continue to gain ref-
erences, overshadowing lesser-known but 
potentially important studies, in literature 
review processes.25 This inclination of LLMs 
to rely on popular sources could narrow the 
scope of the literature being considered, lim-
iting the diversity and range of research ref-
erences. As a result, the use of these models 
may unintentionally contribute to reinforc-
ing a limited set of references, reducing the 
overall richness of the academic discussion.

Although this study offers valuable in-
sights into the capabilities of LLMs in gener-
ating medical references in radiology, several 
limitations must be noted. The dataset was 
relatively small, potentially limiting the gen-
eralizability of the findings across various ra-
diological subspecialties and medical topics. 
Moreover, the use of a single standardized 
prompt may not capture the full variability of 
LLM responses arising from different prompt-
ing strategies or settings (e.g., temperature, 
top-K, top-P, and token limits). In addition, 
model performance was not assessed across 
multiple citation styles (e.g., AMA, Chicago), 
which restricts understanding of the broad-
er applicability of these models in academic 
and clinical settings. The absence of repeat-
ed measurements for each LLM could intro-
duce stochastic variability into the results, 
and the study evaluated only specific ver-
sions of LLMs available at the time, potential-

ly misrepresenting the evolving capabilities 
of newer models. Future work may explore 
response consistency through multiple iter-
ations per query.

In conclusion, Claude 3.5 Sonnet outper-
formed all other LLMs, demonstrating high 
accuracy and reliability in generating radiol-
ogy references, making it well suited for tasks 
such as literature retrieval and manuscript 
preparation. This model holds great poten-
tial as a supportive tool for radiologic refer-
ence generation, offering a valuable resource 
to complement evidence-based practice. In 
contrast, other models exhibited higher 
fabrication rates and inconsistent accuracy, 
underscoring the need for substantial im-
provements. Future efforts should focus on 
enhancing performance in underperforming 
subspecialties and refining bibliographic ac-
curacy to meet the rigorous demands of evi-
dence-based radiology.
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Supplementary Material 1. 

Questions

Neuroradiology (15 questions)

1.  Describe the imaging characteristics of a meningioma on magnetic resonance imaging (MRI) and computed tomography (CT). How would 
you differentiate it from other extraaxial lesions?

2.  What is the role of diffusion-weighted imaging in diagnosing acute stroke? Explain the typical findings.

3.  Discuss the radiological features of multiple sclerosis on MRI.

4.  Explain the significance of black hole sign on MRI and its differential diagnoses.

5.  What are the imaging findings of a subarachnoid hemorrhage on non-contrast CT?

6.  Describe the imaging appearance and differential diagnosis of a cavernous malformation.

7.  Discuss the radiological evaluation of trigeminal neuralgia.

8.  What are the key MRI findings in patients with Alzheimer’s disease?

9.  How do you differentiate between intra-axial and extra-axial tumors on imaging?

10. Describe the imaging features of a Chiari I malformation and its associated complications.

11. What is the importance of MR spectroscopy in neuro-oncology? Provide an example.

12. Explain the imaging features of a craniopharyngioma in pediatric patients.

13. Describe the findings of a diffuse axonal injury on MRI.

14. What are the radiological hallmarks of a pituitary adenoma?

15. How is hydrocephalus differentiated from brain atrophy on imaging?

Abdominal radiology (15 questions)

1. What are the typical ultrasound findings in acute cholecystitis?

2. Describe the imaging features of hepatocellular carcinoma on multiphasic CT.

4. Explain the CT findings of acute appendicitis and its complications.

5. What are the MRI characteristics of a simple hepatic cyst versus a hydatid cyst?

6. Discuss the imaging appearance of liver cirrhosis and portal hypertension.

7. Describe the radiologic findings of pancreatic adenocarcinoma on CT.

8. How is small bowel obstruction diagnosed and differentiated from ileus on abdominal radiographs and CT?

9. What are the key imaging features of Crohn’s disease on CT enterography?

10. Explain the radiological findings in a patient with acute pancreatitis.

11. Describe the ultrasound and CT features of a renal cell carcinoma.

12. How do you differentiate between a pyogenic liver abscess and an amebic liver abscess on imaging?

13. Discuss the imaging findings of mesenteric ischemia on contrast-enhanced CT.

14. Explain the role of MRI in evaluating adrenal adenomas versus adrenal carcinomas.

15. What are the key imaging findings of intussusception on ultrasound and CT?

16. Describe the typical imaging findings of a gastrointestinal stromal tumor on CT.

Musculoskeletal radiology (15 questions)

1. Describe the key MRI findings of an anterior cruciate ligament tear.

2. What are the typical imaging features of osteomyelitis on MRI?

3. Discuss the radiological findings in a case of osteoarthritis in the knee joint.

4. How do you differentiate between osteoid osteoma and osteoblastoma on imaging?

5. Explain the imaging features of a Hill-Sachs lesion on shoulder radiographs and MRI.

6. What are the CT and MRI characteristics of a meniscal tear?

7. Discuss the typical radiological findings of a scaphoid fracture.

8. What are the imaging features of a soft tissue sarcoma on MRI?
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9. Describe the radiologic appearance of ankylosing spondylitis on spinal imaging.

10. How is avascular necrosis of the femoral head diagnosed on MRI?

11. What are the characteristic imaging features of multiple myeloma on radiographs and MRI?

12. Explain the role of bone scintigraphy in detecting skeletal metastases.

13. Discuss the imaging appearance of a rotator cuff tear on MRI.

14. What are the radiological findings of a Colles’ fracture on wrist X-ray?

15. Explain the typical MRI findings of a Baker’s cyst.

Thoracic radiology (15 questions)

1. Describe the typical imaging findings of a pulmonary embolism on CT pulmonary angiography.

2. What are the key features of a primary lung carcinoma on chest CT?

3. How is a pneumothorax identified and assessed on chest radiographs and CT?

4. Discuss the radiological findings of a tension pneumothorax on chest X-ray.

5. What are the characteristic CT features of interstitial lung disease?

6. Describe the typical imaging findings of a pleural effusion on chest X-ray and CT.

7. What are the key CT findings of acute respiratory distress syndrome?

8. Explain the radiologic features of bronchiectasis on high-resolution CT.

9. How do you differentiate between a pulmonary abscess and a cavitary lung carcinoma on imaging?

10. Discuss the CT findings of pulmonary fibrosis.

11. What are the typical imaging findings of a pulmonary sequestration?

12. Explain the role of chest radiographs in the diagnosis of chronic obstructive pulmonary disease.

13. Describe the imaging features of a thymoma on chest CT.

14. What are the radiological findings of a mesothelioma on CT and MRI?

15. Discuss the radiographic appearance of military tuberculosis.

Cardiac radiology (15 questions)

1. Describe the imaging features of an acute myocardial infarction on cardiac MRI.

2. What are the typical findings of pericardial effusion on echocardiography and CT?

3. Explain the role of coronary artery calcium scoring in cardiac CT.

4. How is aortic stenosis assessed using echocardiography?

5. Discuss the CT findings of a thoracic aortic aneurysm.

6. What are the characteristic MRI findings of hypertrophic cardiomyopathy?

7. Explain the role of cardiac MRI in the evaluation of myocarditis.

8. Describe the imaging features of a ventricular septal defect on echocardiography.

9. How is coronary artery disease evaluated using CT coronary angiography?

10. What are the characteristic findings of constrictive pericarditis on cardiac MRI?

11. Discuss the role of MRI in the assessment of cardiac masses.

12. What are the key echocardiographic findings of mitral regurgitation?

13. Explain the typical imaging findings of atrial fibrillation on CT or MRI.

14. What is the role of nuclear cardiology in assessing myocardial ischemia?

15. Describe the CT findings of coronary artery bypass grafts.

Head and neck radiology  (15 questions)

1. What are the characteristic imaging findings of a parotid gland pleomorphic adenoma on MRI?

2. Describe the radiologic appearance of a laryngeal squamous cell carcinoma on CT.

3. Explain the imaging features of a glomus jugulare tumor on MRI and CT.

4. What are the typical radiographic findings of sinusitis on CT?
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5. Discuss the radiologic appearance of a nasopharyngeal carcinoma on MRI.

6. What are the key imaging features of a thyroglossal duct cyst on ultrasound?

7. Describe the CT findings of an orbital blowout fracture.

8. What are the imaging features of a schwannoma in the internal auditory canal on MRI?

9. Explain the role of MRI in evaluating cholesteatomas.

10. What are the typical imaging findings of a Zenker’s diverticulum on barium swallow?

11. Describe the radiologic findings of temporomandibular joint dysfunction on MRI.

12. Discuss the CT appearance of Ludwig’s angina.

13. What are the key ultrasound findings of a thyroid nodule suggestive of malignancy?

14. Explain the imaging features of a carotid body tumor on CT and MRI.

15. Describe the findings of a peritonsillar abscess on CT.

Pediatric radiology (15 questions)

1. What are the typical ultrasound findings in a case of hypertrophic pyloric stenosis in infants?

2. Describe the imaging features of developmental dysplasia of the hip on ultrasound and X-ray.

3. How do you differentiate between a benign and malignant pediatric brain tumor on MRI?

4. Discuss the typical imaging findings of necrotizing enterocolitis in neonates on abdominal radiographs.

5. What are the characteristic radiologic signs of a volvulus in a neonate with malrotation on upper gastrointestinal series?

6. What Describe the imaging features of a Wilms tumor on abdominal ultrasound and CT.

7. Explain the radiographic findings in a child with bronchiolitis obliterans.

8. How is Legg-Calvé-Perthes disease diagnosed on radiographs and MRI?

9. What are the key imaging features of a pediatric case of intussusception on ultrasound?

10. Discuss the MRI findings in a child with juvenile idiopathic arthritis.

11. How do you differentiate between osteosarcoma and Ewing sarcoma on pediatric bone imaging?

12. What are the characteristic ultrasound features of a congenital diaphragmatic hernia?

13. Describe the typical chest radiograph findings in pediatric patients with cystic fibrosis.

14. What are the common imaging findings in children with non-accidental trauma on skeletal surveys?

15. Explain the radiological features of a neuroblastoma on MRI and CT.

Interventional radiology (15 questions)

1.   What are the clinical indications for using percutaneous tumor ablation, and how do imaging modalities guide both patient selection and 
procedural planning?

2.  How do you assess the risks and benefits of renal artery stenting, and what role does post-procedural imaging play in evaluating outcomes?

3.   Which imaging modalities are critical for pre-procedural planning in thoracic aortic aneurysm repair, and how do they assist in guiding the 
placement of endovascular stents?

4.   What are the key imaging features that indicate the need for embolization in cases of gastrointestinal bleeding, and how does imaging 
guide the treatment approach?

5.  How is imaging used to identify and treat complex vascular malformations, and what challenges arise during interventional procedures for 
these cases?

6.  What advantages does cone-beam CT (CBCT) provide in interventional radiology, and in which specific procedures does CBCT improve 
accuracy and patient outcomes?

7.  How do interventional radiologists use imaging to diagnose and treat portal vein thrombosis, and what follow-up imaging studies are 
necessary to monitor treatment effectiveness?

8.  What are the key imaging modalities for performing image-guided biopsies in oncologic patients, and how do these techniques ensure 
accurate targeting of lesions in various organ systems?

9.  How have drug-eluting technologies, such as stents and beads, impacted interventional treatments for vascular diseases and cancer, and 
what role does imaging play in evaluating treatment success?
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10. What are the benefits and challenges of transradial access in interventional radiology, and how do imaging studies influence the decision 
to use this access route over femoral access?

11. How does imaging contribute to the diagnosis and treatment of complications related to dialysis access in interventional radiology, and 
what techniques are most effective in managing these issues?

12. What role does pre-procedural imaging play in selecting the appropriate revascularization technique for patients with critical limb isch-
emia, and how does it improve procedural outcomes?

13. How is imaging used to guide endovenous thermal ablation for venous insufficiency and varicose veins, and what are the key procedural 
steps involved?

14. What imaging techniques are essential when performing a transjugular liver biopsy, and how do they minimize complications during and 
after the procedure?

15. How does imaging guide the treatment of osteoid osteomas in interventional radiology, and what post-procedural imaging findings con-
firm a successful outcome?  


