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High-quality research reporting is of paramount importance. Transparent descriptions of 
study design, methods, and limitations are essential for reproducibility and underpin 
trust in results. Furthermore, consistent reporting of methods and outcomes is nec-

essary for meaningful comparisons across similar studies and effective evidence synthesis. 
In contrast, incomplete reporting limits the interpretability of studies, increases the risk of 
misinterpreting findings, and raises the likelihood of research waste.

Promoting, implementing, and maintaining high-quality reporting practices in the field 
of artificial intelligence (AI) in radiology can be challenging. Numerous factors contribute to 
model performance and require detailed descriptions, particularly the data used for model 
training and testing. Seemingly minor variations in data, such as scanner vendor or study 
participant age distribution, may result in dramatic shifts in performance, making transparent 
reporting essential.

Additionally, the ability to explain how AI systems function and reach decisions is valuable, 
yet often not straightforward. This so-called “black box” problem is exacerbated by the devel-
opment of increasingly complex models and the proliferation of proprietary commercial AI 
devices. Moreover, AI studies in radiology encompass both clinical and technical dimensions, 
each requiring transparent reporting. This duality can be a hurdle for research teams whose 
expertise is predominantly rooted in one of these domains.

Over the past two decades, a variety of reporting guidelines have been developed for dif-
ferent types of medical research.1,2 These guidelines specify and standardize the components 
of a study that should be reported by manuscript authors. Their overarching goals are to im-
prove the transparency and reproducibility of research, facilitate peer review, and support the 
comparison of findings across publications. Several of these guidelines are now well estab-
lished and are required by journals to be completed and submitted alongside manuscripts. 

The Checklist for Artificial Intelligence in Medical Imaging (CLAIM) was the first reporting 
guideline specifically developed for studies on AI in medical imaging. Initially published in 
2020 and updated in 2024, CLAIM takes a broad approach, covering general information ap-
plicable to most studies in the field.3-5 Since its introduction, a growing number of systematic 
and other literature reviews have used CLAIM to evaluate publications, yielding insights into 
deficiencies in reporting quality in specific areas of AI in radiology.6 In addition, several other 
reporting guidelines focused on specific study designs in AI-based radiology research have 
also been developed.7

In this issue of Diagnostic and Interventional Radiology, Koçak et al.8 present an umbrella 
review of AI studies in radiology, conducting a comprehensive two-level assessment of adher-
ence to CLAIM. Review articles published before August 2024 that evaluated studies using the 
original version of CLAIM were eligible for inclusion. Thirty-three review articles were assessed 
at the review level, encompassing a total of 1,458 studies. Of these, 421 studies were assessed 
individually at the study level, identified from 15 reviews, and CLAIM adherence was extract-
ed at both levels as score and/or compliance values. Univariate and multivariate logistic re-
gression analyses were performed to identify predictors of CLAIM adherence and critiques of 
CLAIM within the included reviews were also appraised. 
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The results convey several important 
messages for the field of AI in radiology. First, 
there has been a clear dichotomy in how 
adherence to CLAIM has been measured in 
the literature, which poses challenges for 
the direct comparison of studies. Twenty-six 
reviews summarised CLAIM adherence as a 
score, indicating the total number of items 
reported out of all 42 in the checklist. In 
contrast, 18 reviews summarised adherence 
as compliance, referring to the proportion 
of applicable items that were reported. As 
Koçak et al.8 highlight, CLAIM is a broad re-
porting guideline, and not all items will be 
applicable to every study-for example, de-
tails about model parameter initialization 
are unlikely to apply to studies evaluating 
commercial devices in clinical settings. By ac-
counting for item applicability, compliance is 
likely to be a more meaningful metric than 
score, and this work supports its adoption as 
the standard for measuring CLAIM compli-
ance moving forward.

Second, Koçak et al.8 identified variability 
in the adherence of publications to CLAIM, 
reflecting inconsistencies in the quality of 
reporting across the field. The median score 
was 26 at both the review and study levels, 
whereas median compliance was 63% at the 
review level and 68% at the study level. In 
other words, around one-third of the CLAIM 
items were unreported in the included stud-
ies. Furthermore, the score was below 21 in 
11% of studies, and compliance was below 
50% in 10%, indicating that approximately 
one in ten studies reported only a minority of 
checklist items. Three variables were associ-
ated with higher CLAIM adherence: more re-
cent year of publication, journal impact fac-
tor quartile, and specific radiology subfields. 
The link between impact factor quartiles and 
adherence suggests variable enforcement 
of CLAIM and reporting standards by jour-
nal editors and peer reviewers. Overall, the 
findings support greater use and application 
of CLAIM by researchers, journals, and peer 
reviewers.

Third, some items in CLAIM have been re-
ported more frequently than others, suggest-
ing systemic issues in the quality of report-
ing within the field. Eleven checklist items 
were reported in fewer than 50% of studies 
despite covering information that is crucial 

for understanding the performance, gen-
eralizability, and scope of use of AI models. 
These frequently underreported items most-
ly relate to details about the data used or the 
methods and metrics of model evaluation. 
The inadequate reporting of certain items 
raises particularly serious concerns: a clear 
description of case inclusion and exclusion 
is necessary to identify selection biases in 
training and testing datasets; demographic 
and clinical characteristics of cases are essen-
tial for understanding model generalizabili-
ty; measures of significance and uncertainty 
reflect the internal validity of model perfor-
mance; and failure analysis provides insights 
into model limitations. Peer reviewers and 
editors may wish to pay particular attention 
to these 11 frequently underreported items 
when appraising manuscripts.

The comprehensive umbrella review by 
Koçak et al.8 highlights the variation in how 
CLAIM has been applied and the general 
variability in CLAIM adherence across stud-
ies on AI in radiology. Multiple shortcomings 
were identified, offering actionable insights 
for authors, editors, peer reviewers, and read-
ers of publications in the field. There are, of 
course, limitations to the work, particularly 
the reliance on the quality and consistency 
of CLAIM evaluations in previous reviews 
and the inclusion of studies published before 
the original version of CLAIM. However, the 
two-level analysis, the consideration of both 
checklist score and compliance, and the 
identification of predictors of adherence to-
gether constitute a rigorous methodological 
approach.

Looking ahead, there is clear potential 
for implementing automated approaches to 
evaluating studies using CLAIM, which could 
help improve consistency across the field. 
Similar analyses could also be extended to 
other reporting guidelines relevant to AI in 
radiology. Lastly, it would be valuable to ex-
plore the relationship between CLAIM adher-
ence and the downstream impact of studies, 
such as citation rates or clinical translation.
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